Show Word Count : Yes
Answers Type : Equal
Text Areas : PlainText

Possible Answers :

90

Question Number : 164 Question Id : 640653588679 Question Type : SA Calculator : None

Response Time : N.A Think Time : N.A Minimum Instruction Time : 0

Correct Marks : 2

Question Label : Short Answer Question

Calculate the Herfindahl index. Round off to the nearest integer value between 0 and 10000
Response Type : Numeric

Evaluation Required For SA : Yes

Show Word Count : Yes

Answers Type : Equal

Text Areas : PlainText

Possible Answers :

2500

MLT
SectionId : 64065339803
Section Number : 10
Section type : Online
Mandatory or Optional : Mandatory
Number of Questions : 13
Number of Questions to be attempted : 13
Section Marks : 50
Display Number Panel : Yes

Group All Questions: No



Enable Mark as Answered Mark for Review and

Yes
Clear Response:
Maximum Instruction Time: 0
Sub-Section Number : 1
Sub-Section Id : 64065384980
Question Shuffling Allowed : No
Is Section Default?: null

Question Number : 165 Question Id : 640653588681 Question Type : MCQ Is Question
Mandatory : No Calculator : None Response Time : N.A Think Time : N.A Minimum Instruction
Time: 0

Correct Marks : 0

Question Label : Multiple Choice Question

THIS IS QUESTION PAPER FOR THE SUBJECT "DIPLOMA LEVEL : MACHINE LEARNING
TECHNIQUES (COMPUTER BASED EXAM)"

ARE YOU SURE YOU HAVE TO WRITE EXAM FOR THIS SUBJECT?
CROSS CHECK YOUR HALL TICKET TO CONFIRM THE SUBJECTS TO BE WRITTEN.

(IF IT IS NOT THE CORRECT SUBJECT, PLS CHECK THE SECTION AT THE TOP FOR THE SUBJECTS
REGISTERED BY YOU)

Options:
6406531963438. ¥ YES

6406531963439. * NO

Sub-Section Number : 2
Sub-Section Id : 64065384981
Question Shuffling Allowed : Yes

Is Section Default?: null

Question Number : 166 Question Id : 640653588682 Question Type : MCQ Is Question

Mandatory : No Calculator : None Response Time : N.A Think Time : N.A Minimum Instruction



Time:0
Correct Marks : 4

Question Label : Multiple Choice Question

Consider a training dataset of n points for a regression problem. Assume that the model is linear.
Let w; and w be the optimal weight vectors obtained from solving the following optimization

problems.

!
W = arg min E[w‘rxi —y)*
W ..
i=1
7l
= . T 3
W3 = arg min Z{w Xi — Ui)

W 1=1

Choose the most appropriate answer.

Options :

w will generalize better than w, on the test dataset.
6406531963440. ¢

6406531963441, % w2 will generalize better than w1 on the test dataset.

6406531963442 % Both models will show identical performance on the test dataset.

Question Number : 167 Question Id : 640653588683 Question Type : MCQ Is Question
Mandatory : No Calculator : None Response Time : N.A Think Time : N.A Minimum Instruction
Time: 0

Correct Marks : 4

Question Label : Multiple Choice Question

The training dataset for a binary classification problem is as follows:

{(w0,1), (-u,0), (2u,1), (-2u,0)}

where, u € R is a non zero constant and each element in the set given above is a data-point of
the form (x;, y;). The labels lie in {0, 1}. Consider a linear classifier with weight vector w. What

condition should the weight vector satisfy for the zero-one loss to be zero on this dataset?

Options :



T -
6406531963443, % W 1 <0

.
6406531963444, v W u >0

o —
6406531963445, % W 1 =10

We can never find a w for which the zero-one loss becomes zero on this dataset.
6406531963446, #

Sub-Section Number : 3
Sub-Section Id : 64065384982
Question Shuffling Allowed : Yes

Is Section Default?: null

Question Number : 168 Question Id : 640653588684 Question Type : MSQ Is Question
Mandatory : No Calculator : None Response Time : N.A Think Time : N.A Minimum Instruction
Time: 0

Correct Marks : 4 Max. Selectable Options : 0

Question Label : Multiple Select Question

Consider a linear regression model that was trained on dataset X of shape (d, n). Which of the

following techniques could potentially decrease the loss on the training data (assuming the loss is
the squared error)?

Options :

6406531963447, ¢ Adding a dummy feature in the dataset and learning the intercept wyq as well.

6406531963448, % Penalizing the model weights with L2 regularization.

6406531963449 ¥ Penalizing the model weights with L1 regularization.

6406531963450.



 Iraining the kernel regression model of degree 2.

Question Number : 169 Question Id : 640653588686 Question Type : MSQ Is Question
Mandatory : No Calculator : None Response Time : N.A Think Time : N.A Minimum Instruction
Time: 0

Correct Marks : 4 Max. Selectable Options : 0

Question Label : Multiple Select Question

Which of the following statements are true about the decision tree algorithm?

Options :
6406531963455. # Decision trees are prone to overfit if the maximum depth is set too low.
6406531963456. ¥ Decision trees are prone to underfit if the maximum depth is set too low.

6406531963457. ¢ Decision trees are sensitive to small perturbations in the dataset and can

result in different tree structures.

6406531963458. " Decision trees can handle both numerical and categorical features.

Sub-Section Number : 4
Sub-Section Id : 64065384983
Question Shuffling Allowed : Yes

Is Section Default?: null

Question Number : 170 Question Id : 640653588685 Question Type : MSQ Is Question
Mandatory : No Calculator : None Response Time : N.A Think Time : N.A Minimum Instruction
Time:0

Correct Marks : 4.5 Max. Selectable Options : 0

Question Label : Multiple Select Question

Which of the following statements is/are true regarding solution of Ridge regression problem?
Options :

If there are multiple w solutions for minimizing mean square error, then wg will be the one with

6406531963451,  least norm.



If there are multiple w solutions for minimizing mean square error, then w i will be the one with

6406531963452, # highest norm.

: P — W T
6406531963453, v Prior forwisN(0,7*I) and yifz; ~ N(w”z;, )

6406531963454, % Prior for w is f‘\'{lﬁzf} and y;|x; ~ N[U?agj

Sub-Section Number : 5
Sub-Section Id : 64065384984
Question Shuffling Allowed : Yes

Is Section Default? : null

Question Number : 171 Question Id : 640653588687 Question Type : SA Calculator : None

Response Time : N.A Think Time : N.A Minimum Instruction Time: 0
Correct Marks : 4.5

Question Label : Short Answer Question

Consider kernel regression with the kernel function (x1 x2 + 2)* applied on the following

dataset.

1 0 2
X=1010
0 0 0

= b2 O
= O w2
= e O

The optimal weight vector w” is given by:
W= qE'}(X}[ﬂ]_! 2'. 39 55 ﬁ‘." SIT

where ¢ is transformation mapping corresponding to the given kernel. What will be the
prediction for the data point [0, 0, 1]7?

Response Type : Numeric
Evaluation Required For SA : Yes
Show Word Count : Yes

Answers Type : Equal



Text Areas : PlainText

Possible Answers :

100

Sub-Section Number : 6
Sub-Section Id : 64065384985
Question Shuffling Allowed : Yes

Is Section Default?: null

Question Number : 172 Question Id : 640653588688 Question Type : SA Calculator : None

Response Time : N.A Think Time : N.A Minimum Instruction Time: 0
Correct Marks : 4

Question Label : Short Answer Question

w||? is trained on

Consider a ridge regression model with the loss L(w) = || XTw — y|| + )|
a given dataset with A = 0.1, 0, 1, 10, 100. Which of the following value of A is more likely to
underfit the model?

Response Type : Numeric
Evaluation Required For SA : Yes
Show Word Count : Yes

Answers Type : Equal

Text Areas : PlainText

Possible Answers :

100

Question Number : 173 Question Id : 640653588689 Question Type : SA Calculator : None

Response Time : N.A Think Time : N.A Minimum Instruction Time: 0
Correct Marks : 4

Question Label : Short Answer Question



Consider the following data set:
X =8,6,10]

ﬁ"rfd £
ey

Assuming a ridge penalty A = 100, what will be the value of

&

WMLE

Here 'i'f.-'T.E,_{H,,_- and g are the Ridge and MLE estimates of the weight vectors, respectively.
Assume that the label vector y of shape (3, 1) is known. Enter your answer correct to two decimal
places.

Response Type : Numeric
Evaluation Required For SA : Yes
Show Word Count : Yes
Answers Type : Range

Text Areas : PlainText

Possible Answers :

0.65t0 0.70

Sub-Section Number : 7
Sub-Section Id : 64065384986
Question Shuffling Allowed : Yes

Is Section Default?: null

Question Number : 174 Question Id : 640653588690 Question Type : SA Calculator : None

Response Time : N.A Think Time : N.A Minimum Instruction Time : 0
Correct Marks : 2.5

Question Label : Short Answer Question

A binary classification dataset contains only one feature and the data points given the label follow
the Gaussian distributions whose means and variances are already estimated as:

z|(y = 0) ~ N(0,1)
z|(y=1) ~N(2,2)

What will be the prediction for the point # = 1? Assume that p, an estimate for P(y = 1),is 0.5.
Response Type : Numeric

Evaluation Required For SA : Yes

Show Word Count: Yes



Answers Type : Equal
Text Areas : PlainText

Possible Answers :

0

Sub-Section Number : 8
Sub-Section Id : 64065384987
Question Shuffling Allowed : No

Is Section Default? : null

Question Id : 640653588691 Question Type : COMPREHENSION Sub Question Shuffling
Allowed : No Group Comprehension Questions : No Question Pattern Type : NonMatrix

Calculator : None Response Time : N.A Think Time : N.A Minimum Instruction Time : 0
Question Numbers : (175 to 176)
Question Label : Comprehension

Consider a binary classification problem and a decision tree that is being trained to classify the
points. In one of the internal nodes in this tree, 75% of the data-points belong to one of the two
classes and the rest belong to the other class. You are not given the information about which class

iS more numerous in this node.

Based on the above data, answer the given subquestions.

Sub questions

Question Number : 175 Question Id : 640653588692 Question Type : MCQ Is Question
Mandatory : No Calculator : None Response Time : N.A Think Time : N.A Minimum Instruction
Time: 0

Correct Marks : 1.5

Question Label : Multiple Choice Question

Do you have enough information to find the entropy of this node?

Options :

6406531963463. ¥ Yes

6406531963464.



% No

Question Number : 176 Question Id : 640653588693 Question Type : SA Calculator : None

Response Time : N.A Think Time : N.A Minimum Instruction Time: 0
Correct Marks : 3
Question Label : Short Answer Question

If the answer to the previous questions is "Yes", find the entropy of the node. Use log; and enter

your answer correct to three decimal places.

If the answer to the previous question is "No", enter -1 as your answer.
Response Type : Numeric

Evaluation Required For SA : Yes

Show Word Count : Yes

Answers Type : Range

Text Areas : PlainText

Possible Answers :

0.79t0 0.83

Sub-Section Number : 9
Sub-Section Id : 64065384988
Question Shuffling Allowed : No

Is Section Default?: null

Question Id : 640653588694 Question Type : COMPREHENSION Sub Question Shuffling
Allowed : No Group Comprehension Questions : No Question Pattern Type : NonMatrix

Calculator : None Response Time : N.A Think Time : N.A Minimum Instruction Time: 0
Question Numbers : (177 to 179)

Question Label : Comprehension

Consider a probability distribution over (X, y) where features are one-dimensional
and ¥y € {+1,—1}. Let X|(y = 1) follow a uniform distribution over [0, 4] and

X|(y = —1) follows a uniform distribution over [2, 4].



Based on the above data, answer the given subquestions.

Sub questions

Question Number : 177 Question Id : 640653588695 Question Type : SA Calculator : None

Response Time : N.A Think Time : N.A Minimum Instruction Time: 0
Correct Marks : 2
Question Label : Short Answer Question

Ifp=P(y=1)is estimated to be 0.4, what will be the prediction for the point x = 3 using the Bayes

classifier? Enter 1 or -1.

Response Type : Numeric
Evaluation Required For SA : Yes
Show Word Count : Yes
Answers Type : Equal

Text Areas : PlainText

Possible Answers :

-1

Question Number : 178 Question Id : 640653588696 Question Type : MCQ Is Question
Mandatory : No Calculator : None Response Time : N.A Think Time : N.A Minimum Instruction
Time:0

Correct Marks : 2

Question Label : Multiple Choice Question

Let 2 = 2 and let p be the estimate for
p = P(y = 1). Find conditions on p
such that the Bayes classifier predicts

1 for this z. Consider that the tie-breaker

is predicted in class 1.

Options :

6406531963467, ¥ 4



P2+
6406531963468, ¥ 4

-~

2
} = —
I 3

6406531963469. *

o 2
P2y
6406531963470, ¢

Question Number : 179 Question Id : 640653588697 Question Type : SA Calculator : None

Response Time : N.A Think Time : N.A Minimum Instruction Time: 0
Correct Marks : 2
Question Label : Short Answer Question

If p=P(y=1)is estimated to be 0.5 using MLE on a given training dataset, what will be the training

error of the Bayes classifier for this problem?
Response Type : Numeric

Evaluation Required For SA: Yes

Show Word Count : Yes

Answers Type : Equal

Text Areas : PlainText

Possible Answers :

0.5

Sub-Section Number : 10
Sub-Section Id : 64065384989
Question Shuffling Allowed : No

Is Section Default?: null

Question Id : 640653588698 Question Type : COMPREHENSION Sub Question Shuffling
Allowed : No Group Comprehension Questions : No Question Pattern Type : NonMatrix

Calculator : None Response Time : N.A Think Time : N.A Minimum Instruction Time : 0



Question Numbers : (180 to 181)

Question Label : Comprehension

Consider a naive Bayes model is trained on the following data matrix X of shape
(d,n) and corresponding label vector ¥:

1 0 0 0
X=|010 0 y=101 0f
6 11 0

Assume that P and f}jr are estimates for P(y = l} and P[fj = ljy= -yi-}r
respectively. Here, fi; i = 1,2, 3 is the i*" feature. These parameters are

estimated using MLE. Do not apply any smoothing on the dataset.

Based on the above data, answer the given subquestions.

Sub questions

Question Number : 180 Question Id : 640653588699 Question Type : SA Calculator : None

Response Time : N.A Think Time : N.A Minimum Instruction Time: 0
Correct Marks : 2
Question Label : Short Answer Question

Calculate the value of ;‘33

Response Type : Numeric
Evaluation Required For SA : Yes
Show Word Count : Yes

Answers Type : Equal

Text Areas : PlainText

Possible Answers :

0.5

Question Number : 181 Question Id : 640653588700 Question Type : SA Calculator : None

Response Time : N.A Think Time : N.A Minimum Instruction Time: 0
Correct Marks : 2

Question Label : Short Answer Question



Calculate the value of _ﬁ;

Response Type : Numeric
Evaluation Required For SA : Yes
Show Word Count : Yes

Answers Type : Equal

Text Areas : PlainText

Possible Answers :

0

Java
Section Id : 64065339804
Section Number : 11
Section type : Online
Mandatory or Optional : Mandatory
Number of Questions : 16
Number of Questions to be attempted : 16
Section Marks : 50
Display Number Panel : Yes
Group All Questions : No
Enable Mark as Answered Mark for Review and
Clear Response: Yes
Maximum Instruction Time: 0
Sub-Section Number : 1
Sub-Section Id : 64065384990
Question Shuffling Allowed : No
Is Section Default? : null

Question Number : 182 Question Id : 640653588701 Question Type : MCQ Is Question

Mandatory : No Calculator : None Response Time : N.A Think Time : N.A Minimum Instruction



