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MLT
Section Id : 64065344905

Section Number : 11

Section type : Online

Mandatory or Optional : Mandatory

Number of Questions : 11

Number of Questions to be attempted : 11

Section Marks : 50

Display Number Panel : Yes

Section Negative Marks : 0

Group All Questions : No

Enable Mark as Answered Mark for Review and 

Clear Response :
Yes

Maximum Instruction Time : 0

Sub-Section Number : 1

Sub-Section Id : 64065395189

Question Shuffling Allowed : No

Is Section Default? : null

   

Question Number : 167 Question Id : 640653668608 Question Type : MCQ Is Question 

Mandatory : No Calculator : None Response Time : N.A Think Time : N.A Minimum Instruction 

Time : 0

Correct Marks : 0

Question Label : Multiple Choice Question

THIS IS QUESTION PAPER FOR THE SUBJECT "DIPLOMA LEVEL : MACHINE LEARNING 



TECHNIQUES (COMPUTER BASED EXAM)" 

 

ARE YOU SURE YOU HAVE TO WRITE EXAM FOR THIS SUBJECT? 

CROSS CHECK YOUR HALL TICKET TO CONFIRM THE SUBJECTS TO BE WRITTEN. 

 

(IF IT IS NOT THE CORRECT SUBJECT, PLS CHECK THE SECTION AT THE TOP FOR THE SUBJECTS 

REGISTERED BY YOU)

Options :

6406532240045.  YES

6406532240046.  NO

Sub-Section Number : 2

Sub-Section Id : 64065395190

Question Shuffling Allowed : Yes

Is Section Default? : null

   

Question Number : 168 Question Id : 640653668609 Question Type : MCQ Is Question 

Mandatory : No Calculator : None Response Time : N.A Think Time : N.A Minimum Instruction 

Time : 0

Correct Marks : 4

Question Label : Multiple Choice Question



Options :

6406532240047.  μ1 = (2.5, 2.5)

6406532240048.  μ1 = (4.5, 4.5)

6406532240049.  μ1 = (3, 3)

6406532240050.  μ1 = (5.5, 5.5)

   

Question Number : 169 Question Id : 640653668610 Question Type : MCQ Is Question 

Mandatory : No Calculator : None Response Time : N.A Think Time : N.A Minimum Instruction 

Time : 0

Correct Marks : 4

Question Label : Multiple Choice Question



Options :

6406532240051.  C1

6406532240052.  C2

6406532240053.  C3

6406532240054.  It remains in the same cluster as in the first iteration

Sub-Section Number : 3

Sub-Section Id : 64065395191

Question Shuffling Allowed : Yes

Is Section Default? : null

   

Question Number : 170 Question Id : 640653668616 Question Type : MSQ Is Question 

Mandatory : No Calculator : None Response Time : N.A Think Time : N.A Minimum Instruction 

Time : 0

Correct Marks : 4 Max. Selectable Options : 0

Question Label : Multiple Select Question

Which of the following statements are true regarding applying standard PCA on a centered 

dataset?

Options :

6406532240065.  The variance of the dataset along the first principal component is maximum.

6406532240066.  Eigenvectors are always orthogonal to each other in PCA.

6406532240067.  The first principal component is the eigenvector corresponding to the largest 

eigenvalue of the covariance matrix.



6406532240068.  The first principal component is the eigenvector corresponding to the smallest 

eigenvalue of the covariance matrix.

Sub-Section Number : 4

Sub-Section Id : 64065395192

Question Shuffling Allowed : Yes

Is Section Default? : null

   

Question Number : 171 Question Id : 640653668614 Question Type : SA Calculator : None 

Response Time : N.A Think Time : N.A Minimum Instruction Time : 0

Correct Marks : 4

Question Label : Short Answer Question

Consider a dataset that has 200 data-points, each of which is either a zero or one. The Bernoulli 

distribution is used to model this data. If the MLE estimate for the parameter p of the Bernoulli 

distribution is 0.3, how many zeros does the dataset have?

Response Type : Numeric

Evaluation Required For SA : Yes

Show Word Count : Yes

Answers Type : Equal

Text Areas : PlainText

Possible Answers :

140

   

Question Number : 172 Question Id : 640653668615 Question Type : SA Calculator : None 

Response Time : N.A Think Time : N.A Minimum Instruction Time : 0

Correct Marks : 4

Question Label : Short Answer Question



Response Type : Numeric

Evaluation Required For SA : Yes

Show Word Count : Yes

Answers Type : Equal

Text Areas : PlainText

Possible Answers :

625

   

Question Number : 173 Question Id : 640653668617 Question Type : SA Calculator : None 

Response Time : N.A Think Time : N.A Minimum Instruction Time : 0

Correct Marks : 4

Question Label : Short Answer Question

Response Type : Numeric

Evaluation Required For SA : Yes

Show Word Count : Yes

Answers Type : Equal

Text Areas : PlainText

Possible Answers :

4

   



Question Number : 174 Question Id : 640653668619 Question Type : SA Calculator : None 

Response Time : N.A Think Time : N.A Minimum Instruction Time : 0

Correct Marks : 4

Question Label : Short Answer Question

Response Type : Numeric

Evaluation Required For SA : Yes

Show Word Count : Yes

Answers Type : Range

Text Areas : PlainText

Possible Answers :

0.3 to 0.4

Sub-Section Number : 5

Sub-Section Id : 64065395193

Question Shuffling Allowed : Yes

Is Section Default? : null

   

Question Number : 175 Question Id : 640653668618 Question Type : SA Calculator : None 

Response Time : N.A Think Time : N.A Minimum Instruction Time : 0

Correct Marks : 3

Question Label : Short Answer Question



 

 

Enter your answer correctly up to two decimals

Response Type : Numeric

Evaluation Required For SA : Yes

Show Word Count : Yes

Answers Type : Range

Text Areas : PlainText

Possible Answers :

0.2 to 0.3

Sub-Section Number : 6

Sub-Section Id : 64065395194

Question Shuffling Allowed : No

Is Section Default? : null

   

Question Id : 640653668611 Question Type : COMPREHENSION Sub Question Shuffling 

Allowed : No Group Comprehension Questions : No Question Pattern Type : NonMatrix 

Calculator : None Response Time : N.A Think Time : N.A Minimum Instruction Time : 0

Question Numbers : (176 to 177)

Question Label : Comprehension

A k-means++ algorithm with k= 3 was applied to the following 2D points: 

 

(2, 2), (3, 3), (4, 4), (10, 10), (12, 12), (13, 13) 

(2, 2) is chosen as the first cluster mean. 

 



Based on the above data, answer the given subquestions.

Sub questions

 

Question Number : 176 Question Id : 640653668612 Question Type : MCQ Is Question 

Mandatory : No Calculator : None Response Time : N.A Think Time : N.A Minimum Instruction 

Time : 0

Correct Marks : 4

Question Label : Multiple Choice Question

Which point has the highest probability of being chosen as the 2nd cluster mean? Use the 

Manhattan distance to compute the distances.

Options :

6406532240055.  (4, 4)

6406532240056.  (12, 12)

6406532240057.  (10, 10)

6406532240058.  (13, 13)

 

Question Number : 177 Question Id : 640653668613 Question Type : MCQ Is Question 

Mandatory : No Calculator : None Response Time : N.A Think Time : N.A Minimum Instruction 

Time : 0

Correct Marks : 4

Question Label : Multiple Choice Question

Let’s assume that (3, 3), (10, 10), and (12, 12) are the cluster means. You introduce a new data 

point, (−5, 10). Which cluster mean is the data point (−5, 10) closest to when using the Euclidean 

distance method?

Options :

6406532240059.  (3, 3)

6406532240060.  (10, 10)

6406532240061.  (12, 12)



6406532240062.  None of these

Sub-Section Number : 7

Sub-Section Id : 64065395195

Question Shuffling Allowed : No

Is Section Default? : null

   

Question Id : 640653668620 Question Type : COMPREHENSION Sub Question Shuffling 

Allowed : No Group Comprehension Questions : No Question Pattern Type : NonMatrix 

Calculator : None Response Time : N.A Think Time : N.A Minimum Instruction Time : 0

Question Numbers : (178 to 180)

Question Label : Comprehension

 

 

Based on the above data, answer the given subquestions.

Sub questions

 

Question Number : 178 Question Id : 640653668621 Question Type : MSQ Is Question 

Mandatory : No Calculator : None Response Time : N.A Think Time : N.A Minimum Instruction 

Time : 0

Correct Marks : 4 Max. Selectable Options : 0

Question Label : Multiple Select Question

Which of the following statements are true?

Options :



6406532240072.   

 

6406532240073.   

 

6406532240074.   

 

6406532240075.   

 

6406532240076.   

 

 

Question Number : 179 Question Id : 640653668622 Question Type : MCQ Is Question 

Mandatory : No Calculator : None Response Time : N.A Think Time : N.A Minimum Instruction 

Time : 0

Correct Marks : 4

Question Label : Multiple Choice Question

Which of the following matrices helps in transforming the eigenvectors of K to the eigenvectors of 

C?

Options :

6406532240077.  X

6406532240078.  XT

6406532240079.  C-1



6406532240080.  K-1

6406532240081.  X-1

 

Question Number : 180 Question Id : 640653668623 Question Type : MCQ Is Question 

Mandatory : No Calculator : None Response Time : N.A Think Time : N.A Minimum Instruction 

Time : 0

Correct Marks : 3

Question Label : Multiple Choice Question

Suppose that the 95% of the variance of the data is captured using d − 1 eigenvectors. This implies 

that

Options :

6406532240082.   

 

6406532240083.   

 

   

   

MLP
Section Id : 64065344906

Section Number : 12

Section type : Online

Mandatory or Optional : Mandatory

Number of Questions : 23

Number of Questions to be attempted : 23

Section Marks : 50

Display Number Panel : Yes

Section Negative Marks : 0


