
Time : 0

Correct Marks : 2 Max. Selectable Options : 0

Question Label : Multiple Select Question

Which of the following JavaScript method(s) is/are used to remove data from the session storage?

Options :

6406532734047.  clear()

6406532734048.  removeItem()

6406532734049.  deleteItem()

6406532734050.  unSet()

   

   

MLT
Section Id : 64065356696

Section Number : 11

Section type : Online

Mandatory or Optional : Mandatory

Number of Questions : 17

Number of Questions to be attempted : 17

Section Marks : 50

Display Number Panel : Yes

Section Negative Marks : 0

Group All Questions : No

Enable Mark as Answered Mark for Review and 

Clear Response :
Yes

Maximum Instruction Time : 0

Sub-Section Number : 1

Sub-Section Id : 640653118943

Question Shuffling Allowed : No



Is Section Default? : null

   

Question Number : 318 Question Id : 640653816191 Question Type : MCQ Is Question 

Mandatory : No Calculator : None Response Time : N.A Think Time : N.A Minimum Instruction 

Time : 0

Correct Marks : 0

Question Label : Multiple Choice Question

THIS IS QUESTION PAPER FOR THE SUBJECT "DIPLOMA LEVEL : MACHINE LEARNING 

TECHNIQUES (COMPUTER BASED EXAM)" 

 

ARE YOU SURE YOU HAVE TO WRITE EXAM FOR THIS SUBJECT? 

CROSS CHECK YOUR HALL TICKET TO CONFIRM THE SUBJECTS TO BE WRITTEN. 

 

(IF IT IS NOT THE CORRECT SUBJECT, PLS CHECK THE SECTION AT THE TOP FOR THE SUBJECTS 

REGISTERED BY YOU)

Options :

6406532734051.  YES

6406532734052.  NO

Sub-Section Number : 2

Sub-Section Id : 640653118944

Question Shuffling Allowed : Yes

Is Section Default? : null

   

Question Number : 319 Question Id : 640653816194 Question Type : MCQ Is Question 

Mandatory : No Calculator : None Response Time : N.A Think Time : N.A Minimum Instruction 

Time : 0

Correct Marks : 3

Question Label : Multiple Choice Question

Imagine a dataset characterized by two features, Feature 1 and Feature 2, demonstrating a perfect 

negative correlation of -1. When applying k-means clustering with k = 3 to this dataset, what is the 

most likely arrangement of cluster centers that minimizes the within-cluster sum of squares 



(WCSS)?

Options :

6406532734058.  An equilateral triangle centered around the mean of the data.

6406532734059.  Cluster centers positioned along a straight line.

6406532734060.  A triangle with two acute angles, positioned strategically within the data 

distribution.

6406532734061.  A right-angled triangle with one center at the origin.

   

Question Number : 320 Question Id : 640653816197 Question Type : MCQ Is Question 

Mandatory : No Calculator : None Response Time : N.A Think Time : N.A Minimum Instruction 

Time : 0

Correct Marks : 3

Question Label : Multiple Choice Question

Options :

6406532734067.  Model 1

6406532734068.  Model 2

6406532734069.  Both models are equally sensitive to outliers

6406532734070.  Insufficient data

Sub-Section Number : 3

Sub-Section Id : 640653118945

Question Shuffling Allowed : Yes

Is Section Default? : null

   



Question Number : 321 Question Id : 640653816201 Question Type : MCQ Is Question 

Mandatory : No Calculator : None Response Time : N.A Think Time : N.A Minimum Instruction 

Time : 0

Correct Marks : 4

Question Label : Multiple Choice Question

Options :

6406532734074.   

 

6406532734075.   

 

6406532734076.   

 

6406532734077.   

 

6406532734078.   



 

Sub-Section Number : 4

Sub-Section Id : 640653118946

Question Shuffling Allowed : Yes

Is Section Default? : null

   

Question Number : 322 Question Id : 640653816193 Question Type : MSQ Is Question 

Mandatory : No Calculator : None Response Time : N.A Think Time : N.A Minimum Instruction 

Time : 0

Correct Marks : 3 Max. Selectable Options : 0

Question Label : Multiple Select Question

Which of the following statements accurately describes the characteristics of kernel functions? 

Assume the dataset to be mean-centered.

Options :

6406532734054.   

 

6406532734055.   

 

6406532734056.   

 

6406532734057.   

 

   

Question Number : 323 Question Id : 640653816196 Question Type : MSQ Is Question 

Mandatory : No Calculator : None Response Time : N.A Think Time : N.A Minimum Instruction 

Time : 0

Correct Marks : 3 Max. Selectable Options : 0



Question Label : Multiple Select Question

Options :

6406532734063.   

 

6406532734064.   

 

6406532734065.   

 

6406532734066.   

 

   

Question Number : 324 Question Id : 640653816203 Question Type : MSQ Is Question 

Mandatory : No Calculator : None Response Time : N.A Think Time : N.A Minimum Instruction 

Time : 0

Correct Marks : 3 Max. Selectable Options : 0

Question Label : Multiple Select Question

Consider the following dataset on which the soft margin SVM is applied. 

 



 

 

Which of the following statements is/are true about this dataset?

Options :

6406532734085.  Points {F, A, C, I} are the only support vectors.

6406532734086.  Points {A, N} are a subset of support vectors.

6406532734087.  Points {F, A, N} are a subset of support vectors.

6406532734088.  Points except {F, A, C, I, N} do not play any role in determining optimal weight 

vector.

6406532734089.  Points except {F, A, C, I} do not play any role in determining optimal weight 

vector.

   

Question Number : 325 Question Id : 640653816205 Question Type : MSQ Is Question 

Mandatory : No Calculator : None Response Time : N.A Think Time : N.A Minimum Instruction 

Time : 0

Correct Marks : 3 Max. Selectable Options : 0

Question Label : Multiple Select Question

Given a two-dimensional data set where points from class 1 are: 

{(-2, 3), (-1,1), (-1, 2), (-1, 4)} 

And points from class 0 are: 



{(1, 3), (1, 4) (2, 4), (2, 2)} 

Which of the following statements are true?

Options :

6406532734091.   

 

6406532734092.   

 

6406532734093.   

 

6406532734094.   

 

   

Question Number : 326 Question Id : 640653816206 Question Type : MSQ Is Question 

Mandatory : No Calculator : None Response Time : N.A Think Time : N.A Minimum Instruction 

Time : 0

Correct Marks : 3 Max. Selectable Options : 0

Question Label : Multiple Select Question

Consider the following two-dimensional dataset with two classes: +1 for blue points and -1 for red 

points. An AdaBoost algorithm was run on this dataset using decision stumps as weak learners. 

 



 

 

To train the second decision stump, which pair of points will be assigned equal weights to create 

the training data-set?

Options :

6406532734095.   

 

6406532734096.   

 

6406532734097.   

 

6406532734098.   

 

Sub-Section Number : 5

Sub-Section Id : 640653118947

Question Shuffling Allowed : Yes



Is Section Default? : null

   

Question Number : 327 Question Id : 640653816202 Question Type : MSQ Is Question 

Mandatory : No Calculator : None Response Time : N.A Think Time : N.A Minimum Instruction 

Time : 0

Correct Marks : 4 Max. Selectable Options : 0

Question Label : Multiple Select Question

Options :

6406532734079.   

 

6406532734080.   

 

6406532734081.   

 

6406532734082.   

 

6406532734083.   



 

6406532734084.   

 

Sub-Section Number : 6

Sub-Section Id : 640653118948

Question Shuffling Allowed : Yes

Is Section Default? : null

   

Question Number : 328 Question Id : 640653816192 Question Type : SA Calculator : None 

Response Time : N.A Think Time : N.A Minimum Instruction Time : 0

Correct Marks : 3

Question Label : Short Answer Question

Response Type : Numeric

Evaluation Required For SA : Yes

Show Word Count : Yes

Answers Type : Equal

Text Areas : PlainText

Possible Answers :

5

   

Question Number : 329 Question Id : 640653816195 Question Type : SA Calculator : None 

Response Time : N.A Think Time : N.A Minimum Instruction Time : 0

Correct Marks : 3



Question Label : Short Answer Question

Response Type : Numeric

Evaluation Required For SA : Yes

Show Word Count : Yes

Answers Type : Equal

Text Areas : PlainText

Possible Answers :

0.6

   

Question Number : 330 Question Id : 640653816198 Question Type : SA Calculator : None 

Response Time : N.A Think Time : N.A Minimum Instruction Time : 0

Correct Marks : 3

Question Label : Short Answer Question

Consider the following decision tree for a classification problem in which all the data-points are 

constrained to lie in the unit square in the first quadrant. That is 0 ≥ x1, x2 ≤ 1. If a point is picked 

uniformly at random from the unit square, what is the probability that the decision tree predicts 

this point as belonging to class 1? 

 



Response Type : Numeric

Evaluation Required For SA : Yes

Show Word Count : Yes

Answers Type : Equal

Text Areas : PlainText

Possible Answers :

0.75

   

Question Number : 331 Question Id : 640653816199 Question Type : SA Calculator : None 

Response Time : N.A Think Time : N.A Minimum Instruction Time : 0

Correct Marks : 3

Question Label : Short Answer Question



Response Type : Numeric

Evaluation Required For SA : Yes

Show Word Count : Yes

Answers Type : Equal

Text Areas : PlainText

Possible Answers :

0

   

Question Number : 332 Question Id : 640653816200 Question Type : SA Calculator : None 

Response Time : N.A Think Time : N.A Minimum Instruction Time : 0

Correct Marks : 3

Question Label : Short Answer Question

Response Type : Numeric

Evaluation Required For SA : Yes

Show Word Count : Yes

Answers Type : Equal



Text Areas : PlainText

Possible Answers :

16

   

Question Number : 333 Question Id : 640653816204 Question Type : SA Calculator : None 

Response Time : N.A Think Time : N.A Minimum Instruction Time : 0

Correct Marks : 3

Question Label : Short Answer Question

 

 

Based on the above data, what will be the updated weight for point x2?

Response Type : Numeric

Evaluation Required For SA : Yes

Show Word Count : Yes

Answers Type : Equal

Text Areas : PlainText

Possible Answers :

0.25

   

Question Number : 334 Question Id : 640653816207 Question Type : SA Calculator : None 

Response Time : N.A Think Time : N.A Minimum Instruction Time : 0

Correct Marks : 3



Question Label : Short Answer Question

Consider a simple neural network with one hidden layer. The network has the following 

architecture: 

 

Input layer with 3 neurons. Hidden layer with 2 neurons, using the sigmoid activation function. 

Output layer with 1 neuron, using the linear activation function. 

 

The weights and biases for the network are as follows: 

 

Hidden Layer: 

 

Neuron 1: Weights: [0.5, -0.2, 0.8] 

Bias: 0.1 

 

Neuron 2: Weights: [0.4, 0, 0.2] 

Bias: -0.4 

 

Output Layer: 

 

Neuron 1: Weights: [0.2, 0.4] 

Bias: -0.3 

 

Assume that the input values are [0.6, 0.3, 0.8]. 

 

Calculate output of Neuron 1 in hidden layer

Response Type : Numeric

Evaluation Required For SA : Yes

Show Word Count : Yes

Answers Type : Range

Text Areas : PlainText

Possible Answers :

0.70 to 0.80

   



   

BDM
Section Id : 64065356697

Section Number : 12

Section type : Online

Mandatory or Optional : Mandatory

Number of Questions : 20

Number of Questions to be attempted : 20

Section Marks : 30

Display Number Panel : Yes

Section Negative Marks : 0

Group All Questions : No

Enable Mark as Answered Mark for Review and 

Clear Response :
Yes

Maximum Instruction Time : 0

Sub-Section Number : 1

Sub-Section Id : 640653118949

Question Shuffling Allowed : No

Is Section Default? : null

   

Question Number : 335 Question Id : 640653816208 Question Type : MCQ Is Question 

Mandatory : No Calculator : None Response Time : N.A Think Time : N.A Minimum Instruction 

Time : 0

Correct Marks : 0

Question Label : Multiple Choice Question

THIS IS QUESTION PAPER FOR THE SUBJECT "DIPLOMA LEVEL : BUSINESS DATA MANAGEMENT 

(COMPUTER BASED EXAM)" 

 

ARE YOU SURE YOU HAVE TO WRITE EXAM FOR THIS SUBJECT? 

CROSS CHECK YOUR HALL TICKET TO CONFIRM THE SUBJECTS TO BE WRITTEN. 

 


