
Response Type : Alphanumeric

Evaluation Required For SA : Yes

Show Word Count : Yes

Answers Type : Equal

Answers Case Sensitive : No

Text Areas : PlainText

Possible Answers :

987987987

 

Question Number : 246 Question Id : 640653611165 Question Type : SA Calculator : None 

Response Time : N.A Think Time : N.A Minimum Instruction Time : 0

Correct Marks : 7

Question Label : Short Answer Question

What is the output of the second loop after the execution of the given script?

Response Type : Alphanumeric

Evaluation Required For SA : Yes

Show Word Count : Yes

Answers Type : Equal

Answers Case Sensitive : No

Text Areas : PlainText

Possible Answers :

998877

   

   

MLP
Section Id : 64065341313

Section Number : 10

Section type : Online

Mandatory or Optional : Mandatory

Number of Questions : 35



Number of Questions to be attempted : 35

Section Marks : 100

Display Number Panel : Yes

Section Negative Marks : 0

Group All Questions : No

Enable Mark as Answered Mark for Review and 

Clear Response :
Yes

Maximum Instruction Time : 0

Sub-Section Number : 1

Sub-Section Id : 64065388078

Question Shuffling Allowed : No

Is Section Default? : null

   

Question Number : 247 Question Id : 640653611168 Question Type : MCQ Is Question 

Mandatory : No Calculator : None Response Time : N.A Think Time : N.A Minimum Instruction 

Time : 0

Correct Marks : 0

Question Label : Multiple Choice Question

THIS IS QUESTION PAPER FOR THE SUBJECT "DIPLOMA LEVEL : MACHINE LEARNING PRACTICE 

(COMPUTER BASED EXAM)" 

 

ARE YOU SURE YOU HAVE TO WRITE EXAM FOR THIS SUBJECT? 

CROSS CHECK YOUR HALL TICKET TO CONFIRM THE SUBJECTS TO BE WRITTEN. 

 

(IF IT IS NOT THE CORRECT SUBJECT, PLS CHECK THE SECTION AT THE TOP FOR THE SUBJECTS 

REGISTERED BY YOU)

Options :

6406532041136.  YES

6406532041137.  NO

Sub-Section Number : 2

Sub-Section Id : 64065388079



Question Shuffling Allowed : Yes

Is Section Default? : null

   

Question Number : 248 Question Id : 640653611169 Question Type : SA Calculator : None 

Response Time : N.A Think Time : N.A Minimum Instruction Time : 0

Correct Marks : 2

Question Label : Short Answer Question

Response Type : Numeric

Evaluation Required For SA : Yes

Show Word Count : Yes

Answers Type : Equal

Text Areas : PlainText

Possible Answers :

0.5

Sub-Section Number : 3

Sub-Section Id : 64065388080

Question Shuffling Allowed : Yes

Is Section Default? : null

   

Question Number : 249 Question Id : 640653611170 Question Type : MCQ Is Question 

Mandatory : No Calculator : None Response Time : N.A Think Time : N.A Minimum Instruction 

Time : 0

Correct Marks : 2

Question Label : Multiple Choice Question



Options :

6406532041139.   

 

6406532041140.   

 

6406532041141.   

 

6406532041142.   

 

   

Question Number : 250 Question Id : 640653611176 Question Type : MCQ Is Question 

Mandatory : No Calculator : None Response Time : N.A Think Time : N.A Minimum Instruction 

Time : 0

Correct Marks : 2

Question Label : Multiple Choice Question



Options :

6406532041163.  The pipeline combines multiple models for better model performance.

6406532041164.  The pipeline allows for simultaneous training of the scaler and classifier.

6406532041165.  The pipeline simplifies the code by encapsulating preprocessing and modeling 

steps.

6406532041166.  The pipeline ensures that only linear SVM can be used for this classification 

task.

   

Question Number : 251 Question Id : 640653611177 Question Type : MCQ Is Question 

Mandatory : No Calculator : None Response Time : N.A Think Time : N.A Minimum Instruction 

Time : 0

Correct Marks : 2

Question Label : Multiple Choice Question



You’ve developed a binary classification model to predict whether an email is spam or not. You 

want to evaluate the model’s performance using appropriate metrics. The following options 

represent different evaluation metrics. Choose the one that is most suitable for assessing the 

model’s performance in this scenario:

Options :

6406532041167.   

 

6406532041168.   

 

6406532041169.   

 

6406532041170.   

 

   

Question Number : 252 Question Id : 640653611184 Question Type : MCQ Is Question 

Mandatory : No Calculator : None Response Time : N.A Think Time : N.A Minimum Instruction 

Time : 0

Correct Marks : 2

Question Label : Multiple Choice Question

Options :

6406532041189.  It determines the degree of L2 regularization applied to the model’s weights.

6406532041190. 



 It controls the decay rate of the learning rate during each iteration.

6406532041191.  It sets the threshold for early stopping based on the loss function 

improvement.

6406532041192.  It adjusts the aggressiveness of stochastic gradient updates for faster 

convergence.

   

Question Number : 253 Question Id : 640653611191 Question Type : MCQ Is Question 

Mandatory : No Calculator : None Response Time : N.A Think Time : N.A Minimum Instruction 

Time : 0

Correct Marks : 2

Question Label : Multiple Choice Question

Options :

6406532041214.  (16,1)

6406532041215.  (8,2)

6406532041216.  (4,4)

6406532041217.  (1,16)

   

Question Number : 254 Question Id : 640653611200 Question Type : MCQ Is Question 

Mandatory : No Calculator : None Response Time : N.A Think Time : N.A Minimum Instruction 

Time : 0

Correct Marks : 2

Question Label : Multiple Choice Question



Options :

6406532041248.  It ensures that the model will always produce the same predictions for any 

input data.

6406532041249.  It guarantees that the model will converge to the global optimum during 

training.

6406532041250.  It prevents overfitting by adding randomness to the model’s predictions.

6406532041251.  It allows for reproducibility, ensuring consistent results across different runs.

Sub-Section Number : 4

Sub-Section Id : 64065388081

Question Shuffling Allowed : Yes

Is Section Default? : null

   

Question Number : 255 Question Id : 640653611171 Question Type : MSQ Is Question 

Mandatory : No Calculator : None Response Time : N.A Think Time : N.A Minimum Instruction 

Time : 0

Correct Marks : 3 Max. Selectable Options : 0

Question Label : Multiple Select Question

Options :

6406532041143.   

 



6406532041144.   

 

6406532041145.   

 

6406532041146.   

 

   

Question Number : 256 Question Id : 640653611189 Question Type : MSQ Is Question 

Mandatory : No Calculator : None Response Time : N.A Think Time : N.A Minimum Instruction 

Time : 0

Correct Marks : 3 Max. Selectable Options : 0

Question Label : Multiple Select Question

Which of the following statements are true?

Options :

6406532041206.  KNeighborsClassifier with high values of n_neighbors produces complex 

decision boundaries.

6406532041207.  KNeighborsClassifier with high values of n_neighbors produces smooth 

decision boundaries.

6406532041208.  In KNeighborsClassifier the scale of the features(columns) can impact the 

decision boundaries.

6406532041209.  None of these

   

Question Number : 257 Question Id : 640653611190 Question Type : MSQ Is Question 

Mandatory : No Calculator : None Response Time : N.A Think Time : N.A Minimum Instruction 

Time : 0

Correct Marks : 3 Max. Selectable Options : 0

Question Label : Multiple Select Question

Which of the following option(s) are correct regarding regularization?



Options :

6406532041210.  Regularization is the error given by any model while predicting the values for 

the test set.

6406532041211.  It helps in decreasing the bias of the training model.

6406532041212.  Compare to without regularized model regularization decreases the variance 

of the training model

6406532041213.  Predictions made with the Ridge Regression are less sensitive to 

weights(coefficients) than the Linear Regression.

Sub-Section Number : 5

Sub-Section Id : 64065388082

Question Shuffling Allowed : Yes

Is Section Default? : null

   

Question Number : 258 Question Id : 640653611172 Question Type : MCQ Is Question 

Mandatory : No Calculator : None Response Time : N.A Think Time : N.A Minimum Instruction 

Time : 0

Correct Marks : 3

Question Label : Multiple Choice Question

Options :

6406532041147.   



 

6406532041148.   

 

6406532041149.   

 

6406532041150.   

 

   

Question Number : 259 Question Id : 640653611173 Question Type : MCQ Is Question 

Mandatory : No Calculator : None Response Time : N.A Think Time : N.A Minimum Instruction 

Time : 0

Correct Marks : 3

Question Label : Multiple Choice Question

Options :

6406532041151.   

 

6406532041152.   

 

6406532041153.   



 

6406532041154.   

 

   

Question Number : 260 Question Id : 640653611174 Question Type : MCQ Is Question 

Mandatory : No Calculator : None Response Time : N.A Think Time : N.A Minimum Instruction 

Time : 0

Correct Marks : 3

Question Label : Multiple Choice Question

You’ve built a linear regression model to predict the salary of employees based on their years of 

experience and education level. The model’s coefficients for the features are as follows: 

 

- Coefficient for Years of Experience: 5000 

- Coefficient for Education Level: 3000 

 

What does the coefficient for ”Years of Experience” (5000) represent in this context?

Options :

6406532041155.  For each additional year of experience, an employee’s salary is expected to 

increase by 5000.

6406532041156.  For each additional year of experience, an employee’s salary is expected to 

decrease by 5000.

6406532041157.  Education level has a stronger impact on salary than years of experience.

6406532041158.  The coefficient doesn’t have any meaningful interpretation in this scenario.

   

Question Number : 261 Question Id : 640653611175 Question Type : MCQ Is Question 

Mandatory : No Calculator : None Response Time : N.A Think Time : N.A Minimum Instruction 

Time : 0

Correct Marks : 3

Question Label : Multiple Choice Question



Options :

6406532041159.  (5, 1)

6406532041160.  (5, 3)

6406532041161.  (5, 4)

6406532041162.  (5, 6)

   

Question Number : 262 Question Id : 640653611178 Question Type : MCQ Is Question 

Mandatory : No Calculator : None Response Time : N.A Think Time : N.A Minimum Instruction 

Time : 0

Correct Marks : 3

Question Label : Multiple Choice Question



Options :

6406532041171.   

 

6406532041172.   

 

6406532041173.   

 

6406532041174.   

 

   

Question Number : 263 Question Id : 640653611182 Question Type : MCQ Is Question 

Mandatory : No Calculator : None Response Time : N.A Think Time : N.A Minimum Instruction 

Time : 0

Correct Marks : 3

Question Label : Multiple Choice Question

Options :

6406532041181.   

 

6406532041182.   

 

6406532041183.   

 

6406532041184.   



 

   

Question Number : 264 Question Id : 640653611183 Question Type : MCQ Is Question 

Mandatory : No Calculator : None Response Time : N.A Think Time : N.A Minimum Instruction 

Time : 0

Correct Marks : 3

Question Label : Multiple Choice Question

Options :

6406532041185.   

 

6406532041186.   

 

6406532041187.   

 

6406532041188.   

 

   

Question Number : 265 Question Id : 640653611185 Question Type : MCQ Is Question 

Mandatory : No Calculator : None Response Time : N.A Think Time : N.A Minimum Instruction 

Time : 0



Correct Marks : 3

Question Label : Multiple Choice Question

Options :

6406532041193.  A higher alpha value results in stronger regularization, leading to larger 

feature coefficients.

6406532041194.  The alpha value has no impact on the regularization strength in 

‘RidgeClassifier‘.

6406532041195.  Cross-validation can be used to find the optimal alpha value.

6406532041196.  ‘RidgeClassifier‘ automatically determines the alpha value based on the data 

distribution.

   

Question Number : 266 Question Id : 640653611198 Question Type : MCQ Is Question 

Mandatory : No Calculator : None Response Time : N.A Think Time : N.A Minimum Instruction 

Time : 0

Correct Marks : 3

Question Label : Multiple Choice Question

You’re applying the K-means clustering algorithm to a dataset with a large number of data points. 

You decide to use the K-means++ initialization method for better convergence and clustering 

quality. What is the primary advantage of using K-means ++ initialization over random 

initialization?

Options :

6406532041240.  K-means++ initialization guarantees finding the global optimum of the 

clustering solution.

6406532041241.  K-means++ initialization speeds up the convergence of the algorithm.

6406532041242.  K-means++ initialization reduces the number of clusters needed for accurate 



results.

6406532041243.  K-means++ initialization helps avoid local optima during clustering.

   

Question Number : 267 Question Id : 640653611199 Question Type : MCQ Is Question 

Mandatory : No Calculator : None Response Time : N.A Think Time : N.A Minimum Instruction 

Time : 0

Correct Marks : 3

Question Label : Multiple Choice Question

Suppose you are working on a classification task involving handwritten digit recognition using 

scikit-learn’s MLPClassifier. You have a large dataset of digit images and want to train a neural 

network for this task. However, you’re concerned about overfitting and want to make sure the 

training process stops at the right time to avoid this issue. In the context of training an 

MLPClassifier for handwritten digit recognition,how does the early stopping parameter help 

prevent overfitting?

Options :

6406532041244.  It terminates the training process as soon as the specified number of hidden 

layers are trained.

6406532041245.  It automatically decreases the learning rate during training to slow down the 

optimization process.

6406532041246.  It pauses the training when the model’s performance on a validation set stops 

improving.

6406532041247.  It enforces a maximum limit on the number of epochs during the training 

process.

   

Question Number : 268 Question Id : 640653611201 Question Type : MCQ Is Question 

Mandatory : No Calculator : None Response Time : N.A Think Time : N.A Minimum Instruction 

Time : 0

Correct Marks : 3

Question Label : Multiple Choice Question



Options :

6406532041252.  It specifies the maximum number of features to be used during training.

6406532041253.  It determines the maximum number of neurons in the hidden layers.

6406532041254.  It sets the maximum number of iterations for the training process.

6406532041255.  It controls the maximum number of epochs for the training process.

   

Question Number : 269 Question Id : 640653611202 Question Type : MCQ Is Question 

Mandatory : No Calculator : None Response Time : N.A Think Time : N.A Minimum Instruction 

Time : 0

Correct Marks : 3

Question Label : Multiple Choice Question

You’re working on a multi-class classification task using the ‘MLPClassifier’ from scikit-learn. The 

dataset contains features with varying scales, and you’re considering whether to scale the features 



before training the model. How might feature scaling impact the prediction accuracy of the 

‘MLPClassifier’?

Options :

6406532041256.  Feature scaling has no effect on the accuracy of ‘MLPClassifier‘ predictions.

6406532041257.  Scaling features is only relevant if the dataset contains categorical features.

6406532041258.  Feature scaling can lead to overfitting and decreased prediction accuracy.

6406532041259.  Scaling features can help the model converge faster and improve prediction 

accuracy.

Sub-Section Number : 6

Sub-Section Id : 64065388083

Question Shuffling Allowed : Yes

Is Section Default? : null

   

Question Number : 270 Question Id : 640653611179 Question Type : SA Calculator : None 

Response Time : N.A Think Time : N.A Minimum Instruction Time : 0

Correct Marks : 3

Question Label : Short Answer Question

Response Type : Numeric

Evaluation Required For SA : Yes

Show Word Count : Yes

Answers Type : Range



Text Areas : PlainText

Possible Answers :

0.2039 to 0.2052

   

Question Number : 271 Question Id : 640653611180 Question Type : SA Calculator : None 

Response Time : N.A Think Time : N.A Minimum Instruction Time : 0

Correct Marks : 3

Question Label : Short Answer Question

Response Type : Numeric

Evaluation Required For SA : Yes

Show Word Count : Yes

Answers Type : Range

Text Areas : PlainText

Possible Answers :

0.283 to 0.291

   

Question Number : 272 Question Id : 640653611186 Question Type : SA Calculator : None 

Response Time : N.A Think Time : N.A Minimum Instruction Time : 0



Correct Marks : 3

Question Label : Short Answer Question

Response Type : Numeric

Evaluation Required For SA : Yes

Show Word Count : Yes

Answers Type : Equal

Text Areas : PlainText

Possible Answers :

2

Sub-Section Number : 7

Sub-Section Id : 64065388084

Question Shuffling Allowed : Yes

Is Section Default? : null

   

Question Number : 273 Question Id : 640653611181 Question Type : MSQ Is Question 

Mandatory : No Calculator : None Response Time : N.A Think Time : N.A Minimum Instruction 

Time : 0

Correct Marks : 4 Max. Selectable Options : 0

Question Label : Multiple Select Question



Options :

6406532041177.  The logistic regression model is set up for binary classification.

6406532041178.  The model does not use any regularization because the parameter C is set.

6406532041179.  The model has been specifically set up to handle a multi-class classification 

problem using a softmax regression approach.

6406532041180.  The model will iterate over the data a maximum of 1000 times, irrespective of 

convergence.

Sub-Section Number : 8

Sub-Section Id : 64065388085

Question Shuffling Allowed : Yes

Is Section Default? : null

   

Question Number : 274 Question Id : 640653611187 Question Type : MSQ Is Question 

Mandatory : No Calculator : None Response Time : N.A Think Time : N.A Minimum Instruction 

Time : 0

Correct Marks : 2 Max. Selectable Options : 0

Question Label : Multiple Select Question

Options :

6406532041198.  MultinomialNB

6406532041199.  RandomForestRegressor

6406532041200.  MiniBatchKMeans

6406532041201.  LogisticRegressor

   

Question Number : 275 Question Id : 640653611188 Question Type : MSQ Is Question 

Mandatory : No Calculator : None Response Time : N.A Think Time : N.A Minimum Instruction 

Time : 0

Correct Marks : 2 Max. Selectable Options : 0



Question Label : Multiple Select Question

Options :

6406532041202.  ‘poly’,

6406532041203.  ‘lasso’

6406532041204.  ‘scale’

6406532041205.  ‘sigmoid’

Sub-Section Number : 9

Sub-Section Id : 64065388086

Question Shuffling Allowed : Yes

Is Section Default? : null

   

Question Number : 276 Question Id : 640653611192 Question Type : MCQ Is Question 

Mandatory : No Calculator : None Response Time : N.A Think Time : N.A Minimum Instruction 

Time : 0

Correct Marks : 4

Question Label : Multiple Choice Question



Options :

6406532041218.   

 

6406532041219.   

 

   

Question Number : 277 Question Id : 640653611193 Question Type : MCQ Is Question 

Mandatory : No Calculator : None Response Time : N.A Think Time : N.A Minimum Instruction 

Time : 0

Correct Marks : 4

Question Label : Multiple Choice Question

Options :



6406532041220.   

 

6406532041221.   

 

6406532041222.   

 

6406532041223.   

 

   

Question Number : 278 Question Id : 640653611194 Question Type : MCQ Is Question 

Mandatory : No Calculator : None Response Time : N.A Think Time : N.A Minimum Instruction 

Time : 0

Correct Marks : 4

Question Label : Multiple Choice Question

Options :

6406532041224.   

 

6406532041225.   

 

6406532041226.   

 

6406532041227.   

 



   

Question Number : 279 Question Id : 640653611195 Question Type : MCQ Is Question 

Mandatory : No Calculator : None Response Time : N.A Think Time : N.A Minimum Instruction 

Time : 0

Correct Marks : 4

Question Label : Multiple Choice Question

Options :

6406532041228.   

 

6406532041229.   

 

6406532041230.   

 

6406532041231.   

 

   

Question Number : 280 Question Id : 640653611196 Question Type : MCQ Is Question 

Mandatory : No Calculator : None Response Time : N.A Think Time : N.A Minimum Instruction 

Time : 0

Correct Marks : 4

Question Label : Multiple Choice Question



Options :

6406532041232.   

 

6406532041233.   

 

6406532041234.   

 

6406532041235.   

 

   

Question Number : 281 Question Id : 640653611197 Question Type : MCQ Is Question 

Mandatory : No Calculator : None Response Time : N.A Think Time : N.A Minimum Instruction 

Time : 0

Correct Marks : 4

Question Label : Multiple Choice Question

You’re evaluating the results of a clustering algorithm and you calculate the silhouette score for 

the clustering solution. The obtained silhouette score is -0.15. What can you infer from this 

silhouette score?

Options :



6406532041236.  The clustering solution has well-defined and distinct clusters.

6406532041237.  The silhouette score indicates a random distribution of data points across 

clusters.

6406532041238.  The data points are equally spaced across clusters.

6406532041239.  The clustering solution is flawed and the data points might be assigned to 

incorrect clusters.

   

   

PDSA
Section Id : 64065341314

Section Number : 11

Section type : Online

Mandatory or Optional : Mandatory

Number of Questions : 27

Number of Questions to be attempted : 27

Section Marks : 100

Display Number Panel : Yes

Section Negative Marks : 0

Group All Questions : No

Enable Mark as Answered Mark for Review and 

Clear Response :
Yes

Maximum Instruction Time : 0

Sub-Section Number : 1

Sub-Section Id : 64065388087

Question Shuffling Allowed : No

Is Section Default? : null

   

Question Number : 282 Question Id : 640653611203 Question Type : MCQ Is Question 

Mandatory : No Calculator : None Response Time : N.A Think Time : N.A Minimum Instruction 


